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Social robots are a class of emerging smart consumer electronics devices that promise sophisticated experiences featuring emotive
capabilities, artificial intelligence, conversational interaction, and more. With unique risk factors like emotional attachment, little is
known on how social robots communicate these promises to consumers and whether they adequately deliver upon them within their
overall product experiences prior to and during user interaction.

Animated by a consumer protection lens, this paper systematically investigates manufacturer claims made for four commercially
available social robots, evaluating these claims against the provided user experience and consumer reviews. We find that social
robots vary widely in the manner and extent to which they communicate intelligent features and the supposed benefits of these
features, while consumer perspectives similarly include a wide range of perceptions on robot and Al performance, capabilities, and
product frustrations. We conclude by discussing social robots’ unique characteristics and propensities for consumer risk, and consider

implications for key stakeholders like regulators, developers, and researchers of social robots.
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1 Introduction

Smart, Internet-connected consumer electronics are increasingly ubiquitous, serving a vast array of functions from
health tracking to home automation [2]. The category of smart consumer electronics now includes robots, some of
which are marketed as including features that are powered by artificial intelligence (AI). Examples of these Al features
include natural language conversation [92], emotion and face recognition [25], and even interpretation of human body

language [96]. Smart devices in this category with these kinds of features are often referred to as social robots [15, 31, 90].
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Research has shown that social robots can potentially bring a number of benefits to consumers, such as curbing
loneliness [37], improving mental health [74], facilitating education and learning [94], and playing games [48].

Device manufacturers communicate the value of their products to consumers through mechanisms including
advertising, promotional materials, product documentation, and product packaging. When considering whether to
purchase consumer electronics like social robots, shoppers must assess the value a product might provide based on the
claims made by the manufacturer. These product claims help to establish consumers’ expectations about how they
may interact with a social robot, as this is not a product category with well-established interaction norms (versus
say, smartphones) and the interfaces may rely on open-ended, Al models (e.g., for voice-based interaction). Consumer
protection regulations and principles work to ensure that that product claims are truthful and met by manufacturers,
i.e., to minimize misalignment between product claims and resultant consumer experiences. Enforcers, however, have
limited resources, and thus newly emergent technologies like social robots may escape enforcement for problematic or
unmet production claims.

In this study, we present the first attempt to rigorously evaluate promised and resultant experiences in commercially-

available social robots. We seek to answer the following research questions:

(1) What claims do social robot manufacturers make to prospective consumers? Manufacturers’ claims are a primary
source of product information that consumers may access before their first interaction with a robot.

(2) To what extent do social robot user experiences deliver upon claims? Auditing manufacturer claims for full or
partial fulfillment may reveal inconsistencies or misalignment between a social robot’s communicated and actual
capabilities.

(3) How do consumers describe their experiences with social robots? Consumers provide varied feedback, highlighting

a lack of common understanding or standards for assessing the benefits of social robots.

To answer these questions, we acquired and evaluated four commercially available social robots: Eilik, Miko, Moxie,
and Vector. Our corpus reflects product diversity within the consumer robots market, ranging in popularity, affordability
(costing consumers between US $139-800), domain (including education and general entertainment), interaction methods
(like touch via sensors or on-screen, voice control, facial recognition) and anthropomorphized aesthetics.

For RQ 1 and RQ 2, we center our methods around the promises and subsequent expectations communicated by
social robot manufacturers to their users. Specifically, we consult manufacturers’ product claims (N=174) from product
packaging and related consumer documentation, then characterize these statements inductively. We then directly test a
subset of these claims (N=69) through human interaction with each robot. We adapt our interaction and manual content
analysis approaches from prior scholarship observing user experiences in situ [27, 41, 53, 80], performing set-up and
feature exploration interactions in each robot experience. To answer RQ 3, we collect 173 consumer reviews posted to
robots’ product websites and Amazon listings between January and September 2024, then manually annotate reviews
through open coding to characterize the aspects of robot experiences mentioned in positive or negative feedback.

We find that social robots vary widely in the manner and extent to which they communicate intelligent features and
the supposed benefits of these features. The vast majority (91%) of claims we could test in-experience were at least
minimally delivered upon. Consumer reviews from the same time period provide additional context: user frustrations
with operability and perceived under-performance highlight the divide between consumer expectations and product
claims. We conclude by discussing social robots’ unique characteristics and propensities for consumer risk and consider
implications for key stakeholders, including regulators, enforcement agencies, and practitioners involved with the
development and sale of consumer-facing social robots, as well as researchers studying human-robot interactions.
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2 Background and Related Work

We now review related work on social and companion robots, first focusing on perspectives of risks and harm for social
robots, then cover literature on their unique intelligence and anthropomorphic capabilities, and finally review related

work auditing misalignment in product experiences. We then situate this study within broader scholarship.

2.1 Risk, Harm, and Fear of Social Robots

Advances in Al and robotics have brought the science fiction dream of ubiquitous robots closer to reality. Consequently,
the volume of scholarship on social and companion robots has grown rapidly. Scholars have discussed critical elements
for robot design, including how trust in smart robots is developed or perceived [59, 68], how non-verbal cues should
be incorporated into social robots [5], what normative behaviors users expect from robots across cultures [56], and
other desirable traits for social robots [60]. Other research has explored the challenges and opportunities of social
robots [55, 87] in particular settings like service-industry work [50, 70] or in the home [71].

As there is a real possibility that social robot adoption will increase in the near future, researchers have begun
to interrogated the capacity for social robots to have real influence over human emotions, behaviors, and attitudes.
This work often urges ethical and responsible design for social robots [14, 89], including designs that handle practical
aspects of social robot development, such as the impact from social robot commercialization into readily available
consumer electronics [13], factoring in long-term engagement with robots [19], and preparing for robot “death” insofar
as companion bots will not “live forever” [49], (We revisit the issue of robot death in § 5, as this directly pertains to the
robots in our study.)

Although there is enthusiasm for applications of social robots, scholars are careful to discuss potential risks and
harms to human users. Hartzog [44] descriptively categorize types of consumer-facing robots, demonstrating their
potential for unfairness and deception. Some potential harms arise due to the inclusion—or claimed inclusion—of
Al in social robots. As Narayanan and Kapoor [64] observe, “AI” has become an umbrella term that describes many
distinct technologies with varying levels of capability and effectiveness. As we will show, manufacturers of social robots
sometimes claim that their products are “intelligent” due to the incorporation of Al, which raises the spectre that Al
“snake oil” claims may establish unrealistic or distorted ideas about the capabilities of social robots in the minds of
consumers. Additionally, studies have found that people mistakenly conflate AI with robots [23], which may exacerbate
these effects.

Another controversial facet of social robots design concernes whether anthropomorphization is helpful or harm-
ful [45]. Indeed, as we will show, the social robots in our study are designed with anthropomorphic features and
marketing claims about these robots sometimes emphasize their human-like traits. Studies have found building robots
with anthropomorphic qualities can increase acceptance [57], and that in certain cases (such as socially assistive robots),
anthropomorphism carries low ethical risk compared against its benefit to robot efficacy [91]. However, this contrasts
with the philosophical discussion around the potential for a “hallucinatory danger”: Bisconti Lucidi and Nardi [6] argue
that companion robots’ primary threat comes not from passing simulated human-like behavior as real, but instead from
misplaced human attachment and projection onto robots that cannot not withstand overladen meaning. This threat is
presently realized in the context of conversational Al and chatbots, with users left in real grief and distress after losing
the companionship of virtual agents they developed feelings for [26]. Emotional attachment leaves users vulnerable to
exploitation by those that deliver artificial companionship. Given these risks, human-robot interaction scholars have

raised existential questions about the safety of “cute” companion robots [22].

Manuscript submitted to ACM



4 Gunawan et al.

Two of the robots in our study are marketed to children. On one hand, studies have found positive attitudes towards
social robot adoption in settings like storytelling for children [58], as well as positive outcomes from social robots
adopted in children’s educational settings [12, 18, 32, 76, 83]. On the other hand, scholars have also investigated how
children perceive Al finding that they harbor significant misconceptions [30, 51, 52, 61], which may heighten the risks

we identify above (e.g., emotional attachment caused by anthropomorphism).

2.2 Auditing Internal Consistency (or Misalignment)

Computer science literature offers various auditing methods for assessing digital services and products, particularly in
the fields of privacy, security, and technology ethics. Some audits have examined the gap between what platforms or
manufacturers claim in their policy documents versus the actual implementations of their systems [1, 17, 95]. In the
consumer device context, Sun et al. [85] inspected smart home products targeted towards children and families using a
narrative-focused methodology. They found misalignment between vendors’ depictions of smart home experiences and
the privacy or safety information they provide. In general, these audits evaluate internal consistency within a given
digital service.

Scholars have also used user review data to characterize problems arising in consumer-facing technologies. Hwang
[46] provide a brief discussion of the utility of user review data in UX research, particularly highlighting the value of
real-world feedback in retrospective research while acknowledging potential biases in user reviews. Studies have found
that user reviews unveil a host of issues in digital products and services related to usability [28], accessibility [29, 79], and
health [10, 42]. O’Hagan et al. [69] suggest that reviews function as a monitoring or reporting tool for consumers, wherein
complaints in user reviews reveal concerns beyond usability, like community safety. In the AI context, Namvarpour
and Razi [63] explored consumer reviews of the Replika chatbot as source material for better understanding human-AI
interaction. Using automated methods, they found contradictions (a.k.a. misalignment) between parts of Replika’s

purported systems as well as between users’ expectations of what Replika would do and what it actually did.

2.3 Building Upon Prior Work

In this study, we empirically audits robot manufacturers’ product claims from human interaction and consumer
protection perspectives. We build upon prior literature in human-robot interaction and artificial intelligence ethics.
Our work is motivated by prior work that has theorized about the potential for social robots to subvert consumer
expectations of the user experience [31, 54, 82], including harmful designs that abuse the anthropomorphic features of
robots [6, 31, 86].

Similar to prior work, we evaluate social robots to understand the harms to consumers they may cause. As we discuss
in § 3.1, we investigate four commercially-available social robots that are targeted to average consumers. This expands
on prior work that has investigated failed robots [22] or limited-access robots [21]. Then, like Sun et al. [85], we assess
product pages to capture what types of product claims are being made. We depart from Sun et al. [85]’s scope in the
following manners: we inspect social robots without intentionally focusing on the children’s context; inspect product
claims holistically rather than focusing primarily on privacy or security; and compare product promises to in-the-wild
user reviews and the resultant experience instead of comparing between product depictions and privacy claims.

We draw on manual content analysis methods previously used by scholarship auditing UX designs for potentially
harmful consumer outcomes. In particular, prior work has used structured, manual interaction approaches to elicit,
identify, and document deceptive designs in various digital services services [27, 80]. This includes approaches that

carefully orchestrate manual interactions across systems that span multiple modalities, e.g., a physical device and a
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Interaction Modalities

Robot Manufacturer Price Intended Users  Touch Input Mobile App ~ Voice Control  Motion Sensing
Eilik Energize Lab 139USD  General v - - -

Miko  Miko.ai 250USD  Children V(Face/screen) v v/ (Environment)
Moxie Embodied, Inc. 800USD  Children - V/(Guardian) Vv v (Face)

Vector  Digital Dream Labs 399 USD  General v v v -

Table 1. General product information for the robots in our study.

smartphone app [41, 53]. As we discuss in § 3.2, we utilize similar methods to interact with social robots. Unlike prior
work, however, we do not evaluate social robots against a predefined codebook of extant deceptive designs. Instead, we
evaluate claims made by the manufacturers of the social robots against on-device experiences and consumer-reported
feedback extracted from public reviews. For review analysis, we depart from the large-scale natural language processing
methods favored in prior related work [62, 67, 81] and instead manually code user reviews to better suit the narrower
scope and smaller dataset of this work.

As such, this work presents an exploratory audit of the user experience provided by social robots, as motivated by

the consumer protections concerns brought to light by prior work on human-robot interaction and technology audits.

3 Methods

In this section we describe the robot selection, experiment development, and coding procedures we used in this study.

3.1 Robot Inclusion Criteria and Description

We selected robots for our study using an iterative search process. We conducted this process in 2023. We first searched

» «

for lists of Al-enabled consumer products using keywords like “devices,” “gadgets,” or “consumer electronics” coupled
with an “Al-powered/enabled,” “smart,” or simply “AI” modifier to the search word “robots.” This yielded a wide
assortment of devices—spanning smart home products to wearables, tools, and more—that claimed to offer Al-driven or
smart functionality to varying degrees.! Throughout this search process, we also noted sites aggregating lists of such
robots, either in blog/listicle format with short written descriptions or in collections of related products. Such lists often
included overlapping robots, even across lists for nominally different purposes, such as “Al robot toys” or “Al personal
robots”

From these search results, we built a shortlist of robots that appeared to include social or companionship-related

features. We then selected a subset of four robots to purchase, based on the following inclusion criteria:

(1) commercially available and operable within the United States at the time of the study,
(2) primarily marketed as a social or companion robot,
(3) marketed as including Al or intelligent features in the product description,

(4) and some degree of human-like facial expression in the on-device display.

The four robots we purchased, pictured in Figure 1 were Eilik, Miko 3, Moxie, and Vector 2.0. These robots cover a
range of robot traits, summarized at a high level in Table 1. Specifically, they span a wide manufacturer price range
with the cheapest robot (Eilik) priced at US $139 and highest (Moxie) at US $800, market to different age ranges (Miko

and Moxie are marketed towards children; Miko with kids’ content and Moxie to teach children about Al), serve

IFor example, we found Al-enabled lawnmowers.
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(a) Eilik (b) Miko 3 (c) Moxie (d) Vector 2.0

Fig. 1. Photographs of the four robots in our study, in our lab environment. Vector is faceless due to operability issues in § 3.

different purposes (Vector and Eilik are sometimes described as desktop companions, whereas Miko and Moxie claim
educational or other learning benefits for children), and offer varying interaction methods to users (Miko’s face doubles
as a touchscreen; Miko, Moxie, and Vector offer voice interactions and companion apps; Eilik responds to touch in
different areas of its body). Aesthetically, Moxie is the most similar to humans out of the four, with human-like upper
body structure (head, torso, two arms), detailed, full-color facial animations served by a large screen, and a size roughly
that of a human baby’s. Eilik is similar in appearance to the Moxie with the same upper body type, but stands only
about five inches high and serves pixelated facial expressions on a two-tone display. Miko and Vector both have wheels
and neither have arms, but Miko (at nearly nine inches tall) serves full-color facial expressions on a screen whereas
Vector (at approximately four inches tall) uses a small two-tone pixelated display.

Unfortunately, we were unable to purchase an Amazon Astro because it was available by invitation only (thus failing
to meet criteria 1). Similarly, the JIBO robot was available for purchase but had been obsoleted by the manufacturer at

the time of our study (again, feeling to meet criteria 1).

3.2 Evaluation Through Manual Interaction

To answer RQ 1 and RQ 2, we manually investigated our four robots in a laboratory setting. This investigation was
organized into two phases. First, we collected documents for users of each robot as provided by the manufacturers,
including product webpages, product packaging, and user manuals. We coded the product claims in these documents
and organized them into four, per-robot codebooks. Second, we evaluated whether the claims in the codebooks where
born out in practice by directly interacting with the robots. We completed each robots’ setup procedure; sought out and
tested each promised on-device feature; and examined robot experiences for purported intelligent or privacy features

wherever possible. We discuss each phase of our testing in greater detail below.

3.2.1 Manufacturer Claim Collection and Codebook Development. For our corpus of four robots, we saved copies of
their manufacturer product pages, packaging, and paper manuals. We manually transcribed any product claims made in
these documents into a spreadsheet. We then conducted iterative coding rounds using thematic and document analysis
approaches [9, 11] to categorize these claims according to the primary purpose each communicated—resultant themes
are presented in Table 2 and § 4.1. Additionally, we annotate each claim for two binary features: mentions of intelligent,
smart, or Al features, as well as for whether the robot was described in a personified or anthropomorphized manner
(e.g., described as a person rather than an object). Two authors manually applied the binary labels on all 174 claims
(so, 348 total labels). We computed label agreement between the two annotators, which resulted in Cohen’s kappa of
k=0.729, indicating substantial agreement [88]. Overall agreement between labels was 90%, with 79% positive agreement
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Main Claim Category Subcategory Description
Safety and Compliance Hardware Compliance Disclosures demonstrating the robot’s compliance to relevant hardware or electronics regulations.
Privacy and Safety Claims that purport privacy protections or related safety measures.

Consumer or Purchase Protections Claims pertaining to the purchase of a social robot, including warranty or returns policies.

Purported Feature(s) Included Features Main features derived from the primary purpose communicated by each claim.
Future Features Claims for future feature additions, e.g., continued development and releases.
Feature Interactions Interaction instructions for the user to discover features.
Hardware Specifications Descriptions of robot hardware, e.g., sensors, materials used, etc.
Outcomes or Value Propositions Purported Outcomes Promised outcomes or potential consumer value from the robot experience. These may include

mentions of features, but the primary purpose of these claims is to demonstrate value with feature
descriptions being a secondary purpose.

Umbrella Statements Abstracted or holistic product value propositions, typically product taglines.
Product Requirements Hard Requirements Necessary materials, parameters, or actions for using the robot.
Soft Requirements Recommended materials, parameters, or actions for using the robot.

Table 2. Claim categories resulting from our thematic analysis of all 174 claims. Claim categories whose validity we were were able to
assess through manual interaction or other manual analyses are bolded.

and 93% negative agreement. Discrepancies were discussed between authors and we adjusted the final labels for full
consensus.

To determine whether product claims were upheld or not in user experiences, we used these claims as a codebook of
binary labels. Not all claims were amenable to observation on-device, so we filtered out claims not feasibly verifiable
within our lab environment or methods. These include sweeping marketing claims, off-device compliance descriptions,
or other claims external to the hands-on robot experience. During tests, we discovered that Vector was fully inoperable,
and subsequently filtered out Vector claims as well. This resulted in a set of 69 total claims that we sought to validate

directly in robot experiences.

3.2.2 Laboratory Environment. We adopted best practices and methods for our experiments that have been used by
prior work that leveraged manual interaction methods to evaluate products and services [41, 53]. We recorded video
of all of our interactions with the robots, so that we could revisit and review each robots actions. Miko and Moxied
required a companion smartphone app?—when prompted by these robots, we installed these apps on to a factory-reset
Google Pixel 7, and took screen recordings of all of our interactions with these apps. During robot setup, we created
fresh user accounts for each robot as necessary using unique email addresses, consented to all terms and conditions,
and consented to all permission requests for the companion app (e.g., for geolocation access).

We connected the robots and the Pixel 7 to a fresh, partitioned laboratory LAN that was configured to record all
network traffic. All interactions were conducted in a private, secured laboratory environment, with only authors present

during interactions. We performed our interaction tests starting in Spring 2024.

3.2.3 Robot Interaction and Auditing Manufacturer Claims. To assess the manufacturer claims in our codebooks, we
manually interacted with each robot and recorded video of the results. We began each robot interaction by following
each product’s “getting started” guidance. We followed steps as provided by each manufacturer and installed apps or
created accounts as prompted. We then followed instructions on-device or in-app until we reached a point where we
were no longer given explicit steps to follow, or were otherwise unable to proceed.

In three of the four robots, operational problems prevented initial interactions. These issues were eventually resolved
for two devices (Moxie and Eilik), but could not be resolved for the Vector robot. We discuss these operational problems

further in § 5, insofar as they are part of the consumer experience for social robots.

2Vector documentation suggests that it too requires a companion app, but Vector was not operable.
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After setup, we engaged in purposeful interactions with each robot to explore whether each claim in the corresponding
codebook was valid (e.g., whether the robot actually included the claimed functionality or capability). Occasionally
we encountered claims that we were unable to validate using the procedures and instructions supplied by the robot
manufacturer. In this cases, we attempted to trigger robot behavior with interactions and user inputs that were outside-
the-norm or exceptional. We spent no more than a few minutes searching for evidence of the validity of each claim, as
the objective of this interaction round was to simply identify product claims that were true, not to extensively stress-test
claims.

We were intentionally generous when annotating a claim as valid or not, to avoid any negative bias against our
robots. In total, we two authors manually annotated 69 claims for validity after our filtering. This resulted in initial
overall agreement of 95%—from 97% positive agreement and 66% negative agreement—with Cohen’s k=0.643, indicating
moderate agreement. Given the small size of the dataset, the authors discussed discrepancies and resolved disagreements
for full consensus.

Assessing Privacy Claims Miko and Moxie manufacturers made privacy-related claims about their robots in our
collected materials, noting third-party certifications for compliance with privacy regulations. As conducting full legal
compliance audits per-robot was not in scope for this study, we turned to a simple proxy measure of privacy rigor
instead. Specifically, we inspected the network traffic data generated by each robot and companion app during the study
period, extracted the subdomains contacted by each given device, then resolved these addresses to the organizations
owning each domain. We then assessed whether these domains served operational/necessary purposes for each robot,
or serve tertiary, potentially privacy-eroding purposes (e.g., tracking). This assessment was conducted by first seeking
exact matches for resultant subdomains against known tracking or advertising subdomains in the latest EasyList [34]
and EasyPrivacy [35] filter lists, then manually comparing the identified second-level domains (SLDs) against known
trackers from both lists. The full list of resulting domains and corresponding parties or services are listed in Table 10.
For subdomains returning vague details, we infer ownership or provided service to the best of our ability from available
context like subdomain text or search results, with unknown domains noted in italicized details.

Assessing Intelligence Claims Beyond evaluating whether claimed product features existed or not, we also
conducted simple tests to roughly estimate the “intelligence” claims made by robot manufacturers. These tests varied
per-robot, given the constraints for interaction set by the robot and the specific claims of intelligence made about
the device. At a high-level, we interacted with the purportedly intelligent features of each robot as instructed by the
manufacturer, then attempted additional interactions outside of what we were prompted or instructed to see how the
robot might deliver them, if at all. For voice-controlled features, we attempted to trigger responses with adjacent but
incorrect wake words, provided (dummy) personally identifiable information unprompted to test for privacy sensitivity,
and made verbatim repeated, off-script, or near-similar queries to test for robots’ responses. For facial recognition
interactions, we moved in front of robots to test spatial responses and facial tracking. More rigorous Al tests (e.g., to
fully probe the capabilities and limitations of robot features that leveraged generative Al models) were out of scope for
this study given the range of Al features to test and diversity in robot claims. That said, we believe this represents an

important area for future work in Al auditing.

3.3 Evaluation Through Consumer Reviews

Drawing on methods from prior work (see § 2.2), we turned to consumer commentary to answer RQ 3 by inspecting

whether real users of these robots felt that the products delivered on their marketing promises.
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Specifically, we scraped consumer reviews from product websites and the Amazon listings of each robot, as well as
posts from public robot community forums or spaces. We collected only English-language reviews and comments that
were posted in 2024, i.e., the rough time period of our study. When given the option, we only scraped verified product
reviews, i.e., from people who actually bought the robots. This data collection was ruled exempt by our institutional
IRB as all of the data was publicly available.

In total, our dataset contained 173 reviews across all four robots. Again using iterative thematic and document
analysis methods [9, 11], we coded this dataset according to the primary subjects of both complaints and praise provided

in the consumer reviews.

4 Results

We now analyze the results of our multiple annotation rounds and interaction tests. We collected 174 product claims
and 173 consumer reviews. Broken down by source document type, we collected 174 from product documentation
(product pages, packaging, and provided user manuals). These manufacturer-made claims demonstrate the types of
robot behaviors, features, or other experience components that a consumer should be able to expect, and represent
a source-of-truth for product information. We then tested validity or availability of 69 claims, finding that 63 were
generally delivered upon, to some extent, within robot experiences. Finally, we supplement our tests with consumer

perspectives extracted from user reviews, to find varied interpretations of robot value.

4.1 Manufacturer Product Claims

In this section we present the results of our thematic analysis, characterizing the claims made by manufacturers to
prospective and new consumers of their robots. Such claims form the “source-of-truth” by which users set expectations
for these robots. Overall, Purported Features was the largest category with 63% (N=109) of all claims; the other three
follow at 17% (N=29) for Safety and Compliance claims, 11% (N=20) for Outcomes or Value Propositions, and 9% (N=16)

for Product Requirements. Figure 2 provides the percentages of claims per category, per robot.

4.1.1 Purported Features. We find 109 purported features being advertised across all robots, which we stratified into
features included out-of-the-box, future features promised to robot owners, and hardware features.

Claims regarding Included Features (N=97) took a variety of forms, ranging from explicit references to feature
names or broader statements on types of features. Some included features, particularly for the Eilik, were communicated
solely by name alone (though often accompanied with diagrams or other graphics to showcase the feature). For
example, the Eilik user manuals and packaging provided lists of features describing what the Eilik does (e.g., “Dance
to Beat/Music”), what it contains on-device (e.g., “Heart Mode (Default), Rich Expression, Emotion Engine,” etc.), and
traits of the robot (e.g., “Sensitive to Quake/Touch, Afraid of Heights”). Similarly, all four sides of the Miko box provided
a list of logos for branded content libraries (specifically, “Disney, Paramount, Cosmic Kids, Da Vinci Kids, KidloLand,
KiDoodleTV, LingoKids”). When presenting these logos, the two sides and back of Miko’s box prepend the logos with
“Explore premium content from the world’s best kids brands”, but the front of the box simply provides brand logos with no
additional context.

Of these 97 claims, we consider 11 to be Feature Interactions—that is, features described jointly with explicit
instructions on how to access, activate, or otherwise use them. For example, “There is a vibration sensor on Eilik’s head.
Thus he will feel dazed when you hit him on the head.” indicates the availability of Eilik’s head sensor and explicitly
directs the consumer on how to access this feature. We attempted to test all feature interaction claims when possible.
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H Miko
mm Eilik
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I Vector
Outcomes
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Normalized Percent of Claims

Fig. 2. Bar chart depicting the percentage of claims pertaining to a claim category, normalized as the number of claims per category
divided by the number of per-robot reviews.

Future Feature claims (N=7) promised additional features not presently available to the consumer. Some such
claims described general and ongoing development, like an “ever-growing content platform” (Miko) or “regular updates”
for “[becoming] more entertaining, [getting] more expressions, [games, and plot content]” (Eilik). 3 Such claims may risk
overselling a robot’s immediate value to a consumer, in the event that new features are never added or do not satisfy
consumer expectations.

Conversely, the Eilik documentation mentioned concrete future features, contingent on purchasing additional Eilik
robots. These claims ranged from implicit nudges (e.g., “Alone, what Eilik can do is limited. Together, they have infinite
possibilities” or “Eilik loves to play with his own kind”), to explicit suggestions to acquire more Eiliks (“Gather three or
more Eilik to...enjoy more fun with your friends”).

While a hardware audit was out-of-scope for this paper, we found that product documentation provided Hardware
Specifications in six claims, with all four robots mentioning hardware details at least once. Such information may
have a tertiary effect on a consumer’s impression of product value (e.g., more complex sensors might signal a more
sophisticated product). The robots varied in the level of hardware detail provided to the consumer. Miko, for example,
describes “state-of-the-art sensors [for a human-like personality]” and “hardware built for worry-free playtime” with
“every inch [designed to last]”. Vector presented hardware specifications as upgrades over previous models, particularly
for “Improved Camera Resolution” from a new 2-megapixel camera and a new battery providing “Increased Battery
Life”. Though comparatively vague in its other product claims, Eilik’s hardware specification claims were surprisingly

detailed, describing “four EM3 servos [that were] designed with the clutch,” for joints capable of withstanding more

3In a claim found beneath a “What’s Included” header on its product webpage, the Vector also notes “planned software development” to improve object and facial recognition. We
categorized this statement under Hardware Specifications based on the primary purpose of the full text snippet, but mention this here to note that the Vector also promises
ongoing feature additions.
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external force and having greater durability. Lastly, Moxie content noted that it was a “soft touch robot with gesticulating

arms, self-swiveling torso, emotion-responsive HD camera and GPT-powered AT’

4.1.2  Safety and Compliance. Safety and compliance claims were those that demonstrated adherence to regulation or
concrete statements about safety and privacy. We identified 28 such claims across all robots, which we divided into
three subcategories.

Hardware Compliance statements (N=15) generally corresponded to legally required disclosures. These included
required disclosures for the Federal Communications Commission (FCC), European electronic waste regulations (WEEE),
PSE Certification, and EU Conformity requirements.

Five claims concerned Privacy and Safety, like privacy certifications or other assurances for data safety. For the
Moxie, this included a contextless assertion (“KIDS PRIVACY CERTIFIED BY PRIVO” on the back of the product box),
FAQ-styled content on the product website (“Will Moxie spy on me? No. Video Data is processed locally on Moxie and
is used only to create facial expression assessments. Processed locally means the video data is never transmitted beyond
Moxie.”), and compliance or certification information (“Moxie, SocialX, and its full ecosystem is COPPA (Children’s Online
Privacy Protection Act) Safe Harbor certified so parents can feel safe knowing that Moxie employs leading data integrity and
security procedures and that its systems are regularly audited to ensure full compliance.”). Miko product documentation
described security measures in near-verbatim text on both product webpage and packaging, specifically noting “[a]
closed system with enhanced encryption ensures that every byte of your family’s data is protected”. This claim appeared
along with “Miko 3 is KidSafe COPPA CertifiedTM” on the box and the taglined header “Serious about your family’s
security” on the product page.

Consumer or Purchase Protections Statements (N=8) were those describing issues like product warranties,

check-out protections, or purchase benefits.

4.1.3  Outcomes or Value Propositions. Across all four robots, 20 claims communicated general consumer outcomes or
product value rather than describing specific features that consumers might encounter in-experience.

Thirteen claims described Purported Outcomes from using a robot. Some of these claims included usage statistics,
like percentage increases for speaking proficiency, physical activity, and academic engagement for children using Miko
for three months, or a percentage of children noting “improved social skills after playing with” Moxie. Twelve claims
corresponded to either the Miko or Moxie, with the Eilik providing the thirteenth claim of “[bringing] up a higher level
of social interactions between humans and robots”.

Umbrella Statements (N=6) were broad, unspecific claims. These were generally found on product pages and
packaging as taglines under or near the robot name, and could be perceived as marketing language. We only noted
such statements for two robots, with five of the six claims made for Eilik and one for Miko. The front of Miko’s box
describes it as “[the] Ridiculously Smart, Seriously Fun Kids Robot”, while Eilik’s box front describes it as “[a] Little Desktop
Companion with Endless Fun” and “ONE OF A KIND”. Further, the Eilik manufacturer made other broad statements
further down on its product webpage: “Tech and robots are advancing faster than ever to make our life efficient, but
something important is missing: the emotion, the heart” and “There are countless robot pets in the world. But most of them

are inelegant. How to find an endless fun companion robot pet? Your Robotic Pet Awaits You”.

4.1.4  Product Requirements. We noted 16 product requirement claims across all robots. These claims dictated parameters
for robot use, such as hardware or networking requirements, or age restrictions.
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Eilik  Miko  Moxie  Vector

Smartness 6 9 11 11
Anthropomorphism 19 12 1 18

Table 3. Number of claims per robot involving a given attribute.

We considered Hard Requirements (N=10) to be non-negotiable steps or possessions asked of consumers in order
to operate each robot as intended. These requirements included both hardware and software items, including Wi-Fi
connections for three robots (Moxie, Miko, Vector), mobile app use (Moxie, Miko, and to a lesser set-up only extent,
Vector), and even the acquisition of a power adapter (the Vector robot came only with a power cable, though the lack of
adapter is explicitly noted in the manufacturer’s documentation).

After noting that the Eilik did not declare any requirements for use, we re-examined source documents once more to
affirm that none mentioned what would be included with the robot. With the robot, we received a power cable and
magnetic attachments, but no power adapter. Thus, we found that the two desktop-oriented robots did not provide wall
adapters for consumers, and additionally note that the Eilik was comparably less transparent in its lack of wall adapter
provision than the Vector.

For networking requirements, Vector and Moxie explicitly mentioned a requirement for 2.4 GHz Wi-Fi connectivity
on packaging or webpage sources. Miko, however, requested network connectivity and the downloading of a mobile
app in the second-person (‘T need your Wi-Fi password to connect to your Wi-Fi” followed by “Download the Miko 3 app
from the App Store/Google Play”) through a sticker placed on the robot’s main screen (where the digital face would later
appear), thus potentially addressing either the child user or their parent.

We categorized suggested age ranges for users as Soft Requirements (N=6). These often featured as brief notices

on product box-fronts, e.g., “Ages 5+” for Miko and Moxie or “Ages 12+” for Eilik.

4.2 Product Claim Characteristics

4.2.1 “Intelligence” and Al Capabilities. Beyond qualitative categories, we also labeled each claim for mentions of
“intelligence,” “smartness,” or Al functionality. Table 3 shows the number of such claims that we found for each robot. The
content of these intelligence claims cover a spectrum of detail. Least informative was Eilik, which touted an “Emotion
Engine” and “emotional intelligence” capabilities, but did not include the full terms “Al” or “artificial intelligence.” Miko
claimed to be an “Al robot” [MI9] but otherwise only mentioned having a “super-powered” [MI4] or “advanced” [MI2]
brain. Purported Vector Al features include those supported by computer vision [V5] and facial recognition [V2], with
other smart features broadly describing how Vector interacts with user input or physical surroundings. Finally, Moxie
claims described “GPT-powered AI” [MO4] with features “enabled by generative Al natural language processing, and
computer vision” [MO5], thus providing some of the most detailed Al explanations.

Categorically, smartness and intelligence propositions appeared in nine Outcomes claims and 28 Purported Features
claims. Only one claim from the Moxie was specifically about Al—we found this on the product webpage under the
header “What to Expect with Moxie,” and was provided in question-answer format. Specifically, this claim raised the
question “Is Al good for kids?”, and the provided answer discussed the benefits of artificial intelligence in supporting a

child’s social learning experience (as outcomes from using a robot like Moxie).

4.2.2  Anthropomorphic or Personified Descriptions. We labeled a claim as “anthropomorphic” in communication style if
it personified the robot (e.g., “he/she wants to talk with you”). We excluded claims that only describing anthropomorphic
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features or capabilities concretely (e.g., “the robot has conversational capabilities”). Table 3 shows the number of
“anthropomorphic” claims that we found for each robot. Notably, Moxie claims constituted the lowest percentage of

personified claims (2%), in contrast to the majority of Vector claims (55%) including personified language.

4.3 Manufacturer Claim Validity

In this section we present the findings of our product claim validity annotations and tests—in other words, which
promises were and were not fulfilled by manufacturers. Additionally, we discuss operability expectations and other
contradictions that we observed during our live interactions.

We investigated and tested 69 claims across the Miko, Moxie, and Eilik, of which we could verify 91% (63 out of 69).
This high rate of validation is somewhat expected, given our intentionally generous annotation procedures. That we
find high rates of compliance between manufacturers’ product claims and observable product functionality is good
news for end users of these robots, but not without caveats.

The Eilik robot presented product features in ways that were relatively more robust than the other robots. Specifically,
the Eilik enumerated fourteen available features on page four of its included user guide. We initially marked all fourteen
for validation tests as this page appeared to suggest that all features were available out-of-the-box. However, we later
found that four of these were multi-FEilik features that required multiple robots to activate. Our manual interaction tests
further confirmed that these four features could not be accessed with our single Eilik robot. Despite this confusion, it is
worth noting the that Eilik’s documentation was otherwise comprehensive—in contrast, the other two robots instructed
users to begin interacting and discover features through hands-on experience.

For the Miko, we sought to verify a “surprise” feature described in a packaging insert—if enough “gems” were
collected on-device, we would be given a prompt to reply with a “secret” command and thus earn additional content.
We could not successfully trigger this behavior during our tests, despite attempting to do so multiple times. The claim
text left the exact quantity of required gems ambiguous, thus our lack of feature discovery could have been due to
longitudinal or volumetric factors (e.g., we may not have interacted with the robot enough for this gamified threshold).

In contrast, other claims within the features with interaction triggers category were immediately testable.

4.3.1 Operability Issues That Prevented Auditing. We were unable to audit several claims made by the robot manufactur-
ers due to scope restrictions or resource limitations of our study (e.g., statements pertaining to hardware and electronic
specifications that were beyond our capability to test, or sweeping marketing language that was not suited to specific
feature tests). There were other claims, however, that we could not audit due to reasons that were disadvantageous to
consumers. Chief among these were all claims pertaining to the Vector, which we could not evaluate because the robot
had become almost totally inoperable. As we note above, four Eilik claims touted benefits only for multi-Eilik use, and
an additional nine claims were explicit references to multi-Eilik features, and thus could not be tested with our single

robot.

4.3.2  “Intelligence” and Al Capabilities. We attempted to explore “intelligent” or Al capabilities in the three operable
robots. This resulted in three very different experiences of product sophistication. First, Eilik delivered upon its limited
“Emotion Engine” as-described, given that all expected responses were explicitly documented in the user manual. Second,
both Miko and Moxie provided voice-recognition functionality as promised. However, the two voice-controlled robots
differed greatly in their approaches to human conversation and interaction. Moxie allowed for very little user freedom
in interactions, as user-initiated voice interactions were limited to only a few wake phrases detailed in the user guide.

Outside of these wake phrases, conversations were driven by the Moxie and were restricted to the range of topics
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brought up by Moxie within the scope of a “mission” (specific conversational lessons or programs designed with kids’
learning objectives, supplemented by a physical workbook provided by Embodied, Inc.), or prompted through tasks in
the provided workbook. Conversely, Miko permitted greater user freedom in directing the human-robot experience,
with the user prompting interactions through the “Hello, Miko” wake phrase and a subsequent open-ended query.
Our observations roughly correspond to the manner in which “intelligence” claims were made by robot manufacturers.
Eilik’s “Emotion Engine” offered the full range of its comparatively simple, limited functionality, while Moxie and Miko
were comparatively more descriptive with their intelligence statements. However, more rigorous research is needed to
better compare sophistication across Al-enabled social robots, especially for the Miko. Additionally, we note that the
level of “intelligence” offered by these three robots did not correspond neatly to their cost, i.e., the Miko offered the

most robust voice interactions but the Moxie was the most expensive robot in our cohort (see Table 1).

4.3.3  Privacy Claims. Only Miko and Moxie were connected to the Internet (via Wi-Fi) during use. We use network
traffic data collected during our live interactions to examine the unique resolved domains and subdomains that each
robot contacted (i.e., not through companion apps).

Moxie contacted only nine unique resolved addresses, while the Miko contacted 60. For the Moxie, these addresses cor-
responded either to Google domains that support robot operations (including domains such as speech. googleapis.com
and connectivitycheck.gstatic.com) or Embodied, Inc’s own servers (e.g., mqtt.embodied. com for their MQTT
IoT messaging service and embodied.me). Miko also contacted operational Google domains and their own servers,
but also contacted content partners’ servers not only for media but for what appear to be tracking or other analyt-
ics: analytics.kidoodle. tv, api.mixpanel.com, app.segment.io/app.segment.com, tags.srv.stackadapt.com,
app-measurement.com, and firebase-settings.crashlytics.com. MixPanel, Segment.io/Segment.com, and Stack-
Adapt are known analytics companies (with crashlytics.com and app-measurement. com being Google entities) ,
while Kidoodle is one of the content partners listed by the Miko.

Both robots assert COPPA certification through third parties: KidSafe (Miko) and PRIVO (Moxie), respectively. Under
COPPA, tracking and analytics are permissible, but with constraints. Thus, we cautiously consider both robots to
deliver upon their COPPA-safe privacy assertions, but remain skeptical of the true privacy stance of robots that contact
analytics partners like the Miko. In the absence of additional privacy-forward measures like conspicuous disclosures,
consent flows for data collection, or easily accessible opt-outs, such data collection risks exploiting social robot users

for the rich data their interactions can provide.

4.4 Consumer Review Results

Consumer feedback, particularly those made publicly available through reviews, articulate consumer perspectives
of a product experience. Positive reviews and comments affirm customer satisfaction,* whereas negative reviews or
comments directly highlight where consumer expectations and the provided experience are misaligned. Note that
consumers reviews are prone to negative bias [65, 78], thus in the following sections we emphasize qualitative findings
but provide numerical measures for added contextualization. We thus present the most common subjects for criticism

and praise in this section.

4.4.1 Complaints. Less than one third (N=51) of all reviews were exclusively positive; the rest 122 of our collected

reviews contained some critical or plaintive feedback for robot manufacturers. We consider these to be rough proxies

40of course, when these are made by real users and not bots.
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Fig. 3. Bar chart depicting the percentage of reviews pertaining to a complaint category, calculated as the number of reviews per
category divided by the number of reviews per-robot.

Complaint Type % Reviews Complaint Type % Reviews Complaint Type % Reviews Complaint Type % Reviews
Operability 6 Material 8 Annoyance 5 Operability 68
Underperformance 44 Usability 6 Usability 5 Material 6
Privacy 19 Privacy 4 Operability 27 Underperformance 6
Usability 12 Underperformance 29 Underperformance 24 Annoyance 0
Annoyance 0 Operability 16 Material 15 Privacy 0

(a) Moxie (b) Miko (c) Eilik (d) Vector

Table 4. The top five complaints raised by consumers, normalized as the percent of reviews per-robot.

for unmet consumer expectations, as they describe areas of consumer dissatisfaction. We present the breakdown of
complaints from our content analysis of consumer reviews in Figure 3 as the percentage of a given robot’s reviews

complaining about each code.

Operability, or Lack Thereof. Consumers noted inoperability issues like those we encountered in 40 total reviews.
Generally, these complaints discussed robots not working at all, not updating their software, not connecting to Wi-Fi
(for robots requiring an Internet connection), or not charging. 21 unhappy Vector customers reported not being able to
use the robot at all (comprising over 60% of all Vector reviews in our dataset), as did eight Eilik users and one Moxie
user. Vector users responded to operability issues emotionally at times (describing inoperability as one of their “saddest
moments” [VAMZN15] or “frustrating and upsetting...especially for children” [DDL8]), with users noting how much
they missed the robot [VAMZN15, DDL12]. Despite Miko setup being comparatively smooth in our testing, 10 Miko
consumers described inoperability problems like failed software updates [EAMZN26] or failure to even turn on [EAMZN
23]. Others described operability issues as rendering the robot into an expensive “paperweight” [MIKAMZN38] or
“doorstop” [MIKAMZN36].

Underperformance and Other Unmet Expectations. Even if robots appeared to be functional for users, consumers
expressed frustrations with the quality of voice-recognition features, robots being more “boring” than expected, lackluster
battery life, or other examples of robots otherwise under-delivering on their product experiences. Consumers recognized
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that robots were limited in functionality (e.g., requiring internet connectivity for most functionality [MIKAMZN1]
or otherwise wanting more from a robot [EAMZN22,VAMZNO9]). Some consumers explicitly described cost-benefit
analyses, for example describing Miko pricing as “excessively high relative to the value provided” [MIKO16] or noting
that “very little is included...given the cost” [MIKAMZN33]. Multiple Miko users described the robot as a “tablet on
wheels” [MIKAMZN20,29] while a Moxie user asserted that Moxie should be sold at half price [MOXAMZN9].

Annoyances. Annoyances arose when consumers complained about specific behaviors they disliked in a robot,
without the consumer mentioning operability issues or otherwise implying that this fell below standards or expectations.
We retained these as distinct from the other two operations-related categories, as annoyance complaints were less
about disappointment than or manufacturer failure to deliver and more about consumers’ personal tastes. Two Eilik
complaints fell under this category, describing the robot as “a little noisy when moving” [EAMZN20] or noting the
robot was “crying a lot” [EAMZN32].

Privacy Concerns. Consumer opinions primarily expressing privacy concerns were relatively uncommon, appearing
in only six of all 173 (3 for Miko, 3 for Moxie). All three Miko complaints pertained to used devices, with prior user
credentials still configured into the robot. One user [MIKAMZN26] described needing to contact Miko customer service
in order to remotely wipe the prior owner’s information. Another user [MIKAMZN11] discovered in the Miko app
that their own returned Miko was accessed by a new consumer. One Moxie review cited concerns with the use of
Google APIs for data processing, while two described it as “creepy:” one for its dependence on interactions to increase
skills [MOXAMZNO02], and another for the manner in which Moxie’s animated eyes follow the user around a room
[MOXAMZN10].

Material Issues. Material complaints were those pertaining to either the physical acquisition of the robot (e.g.,
problems with purchasing or shipping experiences) or concrete financial issues (typically subscription-related, with
subscriptions being a somewhat temporary form of acquiring services or content). Two would-be Vector consumers on
the manufacturer page [DDL02,03] expressed interest in purchasing the robot, but complained that the the robot was
out of stock. Three consumers [EAMZN11,19,25] described receiving Eiliks with parts missing, like charging cables or
accessories touted in manufacturer communications (we received both the charging cable and accessories, though we
note in § 4.1 that Eilik did not communicate hard requirements clearly) while others reported receiving used products.
However, we acknowledge that shipping issues may be out of manufacturers’ control and depend highly on where
consumers source their robots.

Five reviews raised issues with robots’ subscription models restricting features [MIKAMZNO03,27,36], two of which
additionally described ongoing billing for canceled subscriptions [MIKAMZN15,43]. MIKAMZN43 in particular laments
Miko’s chat support: “It keeps telling me how to go in to the parent app and cancel the subscription but the app says I
don’t have a subscription. I think this is all intentional to make it difficult to cancel.” Our manual tests also resulted in
confusing experiences with deciphering whether we had Miko MAX access or not, free trial or otherwise, affirming the

behavior in this consumer report.

4.4.2  Praise. In this study, we consider consumer praise to be a proxy for met consumer expectations. Over half of all
reviews (106 out of 173 items) included some positive feedback. Of these, 28 provided unspecific praise, describing the
overall experience with adjectives like “good” [MIKO17], “ok” [MOXAMZN16], or otherwise noting that the product
was either accepted or liked to some extent. The remaining 78 reviews commended robots for aesthetics, entertainment

value, interactivity, content.
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Praise Type % Reviews Praise Type % Reviews Praise Type % Reviews Praise Type % Reviews
Entertainment And Novelty 6 Entertainment And Novelty 7 Entertainment And Novelty 7 Content And Features 3
Interactivity 38 Aesthetic 4 Interactivity 20 General 26
General 12 Content And Features 25 Material 2 Interactivity 19
Material 12 Customer Service 2 General 12 Aesthetic 10
Aesthetic 0 General 15 Aesthetic 10 Customer Service 0

(a) Moxie (b) Miko (c) Eilik (d) Vector

Table 5. The top five subjects of consumer praise, normalized as the percent of reviews per-robot.

Aesthetic. Miko, Eilik, and Vector were described affectionately as “cute” or “adorable”

Interactivity. Praise for interactivity tended to be the most Some users described robots with relational language, like
“cyber bud[s]” [MIKAMZNS53], “bestfriend[sic]” [EAMZNO02] or “treasured friends” [DDL8], with some users naming
robots [EAMZNO02] and keeping robots in constant company.

Content and Features. These reviews praised robots for content volume, variety, and age-appropriateness.

Material. Material compliments (N=3) commended product quality. Intriguingly, the highest-rated one at five stars
[EAMZN18] was for the Eilik (commending fast shipping and hardware quality) with the other two Moxie reviews
[MOXAMZNO05,08] praised quality only within rather pessimistic reviews (both consumers expressed frustration with
Moxie underperformance by not understanding speech, rating the robot 3 and 2 respectively). Moxie was the most
expensive robot in our study, arriving with detailed packaging and additional materials for users, while the Eilik was

the cheapest.

5 Discussion

In this study, we qualitatively examine product claims made about four companion robots by their makers, manually
audit these claims through live experiments with three robot experiences, and examine consumer reviews to extract
user perspectives of robot value. Now we discuss our findings and consider implications for improving consumer
protections or leading to future work.

To determine product value, consumers perform some form of cost-benefit analysis. Our manual audit results
suggests that consumers may in fact “get what they paid for” with these robots, in the narrow sense that most claims
made by the manufacturers appear to be true (under our intentionally generous labelling criteria). Consumer reviews,
however, highlight a broader range of reactions. Our study thus affirms that open questions remain in determining
what consumers should or do expect from the current generation of commercially available social robots.

Consumer reviews reveal an inconsistent experience across users of the same robot—subjects of praise in some
reviews could be subjects of criticism in others. Our study suggests that consumers do not share consensus expectations
of the services robot’s should provide. For example, as the only device with media offerings (e.g., through games, stories,
videos, etc.), Miko’s content library is an important product differentiator. However, though several (N=24) consumers
praised the volume, variety, and types of content provided, this was also interpreted negatively by users insofar as
it made Miko seem like little more than a “tablet-on-wheels.” This raises questions about how to design, define, and
eventually market social robots to consumers.

We found the Eilik and the Moxie to present a study in contrasts. One one hand, the Eilik communicated its features
most transparently among our four robots, but it was also the least expensive robot with the least sophisticated
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(and thus easiest to explain) capabilities. On the other hand, the Moxie was the most expensive and (arguably) most
technically sophisticated robot in our cohort, yet users complained that it had little to offer or underperformed—one
parent user [MOXAMZNO08] felt Moxie was “useless” and “not smart enough,” while others thought Moxie struggled
with voice recognition [MOXAMZNO01,04,05]. This divergence in technical capabilities, coupled with the challenge
of communicating to consumers how to interact with open-ended “intelligent” systems, may make it challenging for

consumers to effectively compare robots—even before considering what “intelligence” constitutes for a given robot.

5.1 Improving Consumer Experiences of Emerging Technologies

We now discuss implications from our study for improving social robot experiences for consumer satisfaction and
protections. In particular, we present three themes as opportunities for regulators and future HCI/HRI researchers
to work towards improved consumer protections in social robot experiences (with implications for similar emerging
technologies), then discuss how design and UX practitioners might be supported in their efforts to deliver ethical UX to

consumers.

5.1.1 Improve Explainability in Pre-Purchase Experiences. Consumer protection law is designed to make sure consumers
are not deceived [7]. As part of this mission, regulators generally look to the whole experience consumers have
with goods and services, and ask what their “overall impression” would be when considering and using the good or
services [84]. This holistic approach to consumer expectations means designers and stakeholders with influence over
design decisions must consider how products will be perceived in context. That is, the promised features of complex
social robots need to be described in such a way that consumers’ expectations of functionality accord with the device’s
actual capabilities. This is especially true for robots with Al features that may contribute little more than “snake oil” [64].

We noted earlier that Moxie was comparatively more sophisticated in its intelligence claims and the comparative
experience of interacting with it. However, Moxie’s immediate set of affordances are quite simple: users are not able to
prompt conversations as they might with Alexa, and conversation topics are steered primarily by Moxie itself. Designing
restrictions for what users, particularly children, are able to do may provide some safety. This contrasts vividly with the
potentially addictive features we found in Miko (e.g., gamification, unrestricted interaction potential, touchscreen and
mobile app elements).

Some users, however, found the Moxie’s interaction restrictions to be frustrating. [MOXAMZNO5] directly compared
Moxie’s ability to communicate to Google Assistant and Alexa (noting that the latter two performed better than Moxie),
while other users [MOXAMZN04, MOXAMZNO08] disliked what they considered to be conversational interruptions,
incorrect responses, and ignorance of their child’s interactions. MOXAMZNO08 in particular described Moxie as “not
smart enough” as it would “change the subject” or reply that it lacked training to respond to a user’s query, going so far
as to call Moxie “useless” in comparison to Siri on an iPad.

Such frustrations might be avoided pre-emptively with clearer descriptions of what a social robot (especially those
touting Al functionality) can and cannot do. For example, the U.S. Federal Trade Commission urges businesses to “keep
their Al claims in check” and to avoid exaggerating what an Al feature can and cannot do for consumers [3, 4, 47].
Despite these suggestions (published by the FTC in 2021 [47] and 2023 [3, 4]), our study suggests that Al “snake oil”
continues in 2024 insofar as consumers struggle to understand what intelligence means in their “smart” electronics.

The human-computer interaction discipline is uniquely positioned to construct more explainable delineations
between smartness, Al and related terms consumers must face. For example, Recki et al. [73] draw on the E.U. Al Act
to provide a conceptual model for users’ risk perceptions of Al in order to bridge the design and policy fields. Our study
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highlights the need for such work. Our study also highlights the importance of incorporating manufacturers’ product

materials into future scholarship, to better capture the types of language faced by users in situ.

5.1.2  Account for Social Robots’ Compound Vulnerabilities. Consumer protections enforcers are also concerned about
vulnerable consumers in the marketplace. Factors such as age, mental and physical ability, sophistication, consumer
necessity, likelihood and magnitude of harm, and power imbalances all contribute to the amount of care companies must
exercise in marketing and designing their products. This is particularly true when a consumer is vulnerable in more
than one way, such as a child being exposed to anthropomorphized technology: not only are children less experienced
and more susceptible to influence, but all people are generally more susceptible to influence via anthropomorphic tools.
This makes the study of compounding vulnerabilities critical for understanding modern consumer protection issues.
In this section we discuss two particular areas of concern regarding social robots’ compounding vulnerabilities: robot

death and children’s use of anthropomorphic technologies.

Robot Death. The social robot context results in the unique intersection of emotional harm and material harm when
a robot “dies,” whether the cause of death be from software or hardware failure. The Vector was rendered inoperable
before our study began (although this was not communicated clearly by the manufacturer). As of December 2024, after
the completion of our study, Moxie was also renderer inoperable by the manufacturer, leaving consumers with mere
days to grapple with the loss of their robot companion [33].

Regulatory regimes that give consumers greater control over their electronics—e.g., right-to-repair or restore rules—
may somewhat mitigate material harms from operability issues with social robots. For example, one reviewer in our
study restored functionality to their Vector using third-party, open-source software. However, effective right-to-repair
regulations must be paired with technical tools that are accessible to consumers and reasonably easy to use. Alternatives
that require deep subject matter expertise fall short. To avoid situations like the Vector and Moxie’s service failures,
regulators may want to assert redundancy requirements (as are common for cloud-based processing) for social robot
functionality. Alternatively, operability might be at least partially or temporarily guaranteed even after final support
dates by interested third parties or by off-cloud functionality [20].

The Vector and Moxie shutdowns also implicate emotional harm. Products that are social by design evoke potentially
deep attachments from the user onto the device. We observed this in user reviews, particularly those for the Vector
that describe the loss of a “friend.” This opens the potential for severe emotional fallout when the robot companion
“dies” [49], similar to cases involving Al chatbots [75].

To mitigate against emotional harms, regulators must provide guidance for how manufacturers should appropriately
and safely “sunset” highly social devices and provide avenues for consumers to handle the ensuing emotions effectively,
thus managing product obsolence and maintenance beyond primarily technical implications. Even in the absence
of clear and formal guidance, manufacturers of social robots or similarly engaging technologies should not ignore
the potential for emotional fallout and design both user experiences and technical resilience measures to minimize
non-material distress. Consumer advocates have recently urged the FTC to do exactly this, using the term “software
tethering” to describe the cloud dependencies of smart devices that make them vulnerable to “bricking” [16]. Future
research might investigate the impact of embodiment versus conversational capability on human-robot attachment,
which may inform regulatory or design priorities in the social robot or Al market.

Existing regulations are insufficient for wrangling emotional vulnerability in consumer technologies, and additionally
do not address additional implications from embodied, anthropomorphic interaction modalities. The E.U. AI Act, for

example, stratifies Al systems into levels of risk, and considers emotional state assessment under unacceptable (high) risk
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(but only does so within the potential for discrimination in workplace or education decision-making).Where consumer
social robots fall in the AI Act’s hierarchy remains unclear, and thus their potential for harm should be addressed with
greater specificity. One suggestion is to classify attachment-invoking social robots in a similar manner to how the Al
Act has stratified artificial intelligence uses by risk. Enumerating and articulating a given social robot’s embodied or
emotive interaction modalities (e.g., anthropomorphic features, conversational capabilities, visual presentation, method
of prompting engagement, etc.) could be used not only to stratify robots by emotional risk but also to set guidelines for

how manufacturers communicate social robot features.

Children and Social Robots. Children are especially vulnerable to emotional harms —not only from robot deaths,
but from the social experience that companion robots provide. Such concerns have already been raised by regulators.
For example, the Italian data protection authority (DPA) noted that chatbots marketed for improving users’ moods
“may increase the risks for individuals still in a developmental stage or in a state of emotional fragility” [72]. The
Italian regulator also noted a lack of age verification systems. We studied two robots specifically targeted to children
(Miko and Moxie), both of which did include parent or guardian confirmation—this is an encouraging sign that some
manufacturers acknowledge the risk to children from their products. Moxie’s aforementioned UX limitations also limit
what children are able to do with the robot. Determining a social robot’s risk to children depends in part on the extent to
which a robot delivers intelligent or embodied features. This exploratory study highlights the need for clearer concepts
of robot features both from design and consumer perspectives, and urges future research in this area.

Children may be especially vulnerable to emotional harm through robot deaths. In the case of Moxie’s, though
Embodied, Inc. provided notice to consumers [33], children’s anguished reactions to being told their Moxie will disappear
have gone viral [36]. Reporters note repercussions from the pain of having emotional bonds suddenly taken away [36, 43].
Cognizant of this particular vulnerability, Embodied, Inc. have provided a support letter from Moxie’s fictional world
to help parents explain Moxie’s disappearance in an “age-appropriate way [33]”” HCI research should consider both
pre-emptive and reactive UX designs for handling robot termination. Social robots targeted at children could design
for potential death in advance by including off-boarding interactions to help balm the loss, beyond documentation or

written guidance (thus not exclusively having parent consumers take the brunt of managing emotional fallout).

5.1.3 Empower Practitioners Within Ethical Design Complexity. While in the past, regulators looking for deceptive
practices have focused on advertisements, marketing claims, and terms in boilerplate contracts, new experiential
technologies like social robots might shape consumer expectations in ways that regulators do not yet fully appreciate.
Positioned at the frontlines of the consumer experience, designers are uniquely trained to understand both the potential
and limitations of a robot product as well as how it might be eventually used. However, promises made in product
materials might not fall directly under UX teams’ control, which complicates the ability for ethically-minded UX
professionals to ensure that other organizational stakeholders do not oversell features or capabilities. Moreover, claims
made by marketing or packaging teams may directly contradict designer intention and (when overpromising) might be
a primary factor in consumers’ negative impressions of the UX instead of the designs themselves.

Our work supports UX practitioners’ “soft resistance” [93] and ethical mediation [24, 39] within these organizational
structures, for better ensuring how users perceive their experiences of social robots and related consumer electronics.
UX teams might leverage their expertise in affordance theory [38, 66] to predict consumer expectations of different
social robot features. Practitioners documenting the affordances of each social or companionship-oriented feature
in a robot could use such documentation to highlight failed consumer expectations or to provide technical rigor in

understanding misalignment between product claims and resultant experiences.
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Pre-empt “Dark Patterns” and Deception in Social Robots. In practice, designers’ and UX teams’ soft resistance could
include “futureproofing” against dark patterns (deceptive or manipulative UX designs that influence user behavior
against their interests) in social robots, thus designing against the potential anthropomorphic abuses highlighted in
prior work [6, 31, 54, 77, 82, 86]. Recent ontological work stratifies dark patterns into different levels by their design
strategy, explicitly considering “meso-level” patterns as those that subvert user expectations [40]. Note that in this
subsection we cite dark patterns with their Gray et al. [40] ontology level in superscript for easy referencing.

Though systematic dark patterns identification was not in scope for this study, our findings support future investi-
gations into dark patterns in social technologies. For example, consumers describe having to contact manufacturers
in order to remove either their own or prior users’ data from robots [MIKAMZN11,24,26], relating to privacy dark
patterns [8]. Another user raised similar concerns about knowing where robot interaction data might be sent [MOX-
AMZN15], implicating the “data myopia” described by prior scholarship conceptualizing anthropomorphic cutenesst as
a dark pattern in robots [54]. Social robots also make consumers vulnerable to financial risk. Vector’s inoperability
relates to Roach Motel™ or Hiding Information™ dark patterns insofar as product messaging failed to transparently
disclose the true status of the product (the manufacturer product page merely listed the robot as “sold out” rather than
providing notices regarding diminished functionality). Similarly, the inconsistent subscription claims we observed
relate to the Roach Mote!™ and Hidden Costs" dark patterns. This lack of transparency or conspicious placement may
have motivated consumers’ complaints. Subscription-based pricing in addition to up-front device acquisition costs also
makes the true cost of owning a social robot a moving target, especially if manufacturers change prices over time or if
payment is required for basic device functionality. Other potential forms of cognitive/attentional dark patterns may
include annoyances like Nagging™. For example, EAMZN20 and EAMZN32 complained that Eilik was “noisy” and
“crying too much” but, to be fair, the Eilik packaging does explicitly claim [E5] that it “is eager to get your attention at
every second”. This raises new questions for future research: is a dark pattern still problematic if the design is at least
nominally disclosed?

Expectations are set not only by the design affordances built into the user experience, but also by the claims made by
manufacturers before users directly interact with a given technology. Thus our findings support future research on dark
patterns in embodied and social contexts, particularly for the inclusion of purchase experiences for materially-oriented

technologies (e.g., IoT devices and smart robots) as part of the overall device experience.

5.2 Limitations and Future Work

Robot Sampling. With our small sample size and narrow corpus definition, our results are not directly generalizable
to all types of social robots. This is due to the limited set of available robots in addition to our filtering criteria. Future
work could compare and contrast subtypes of robots (for example, differences between robots at a similar level of

sophistication), or investigate robots in non-U.S. markets (e.g., the Japanese market).

Consumer Reviews. This study examines consumer reviews to explore user perspectives during the study period.
However, it is known that users tend to leave reviews when dissatisfied, leading to a potential bias [46] towards negative
reviews and thus providing a limited view of the true user experience. For this reason we de-emphasize quantitative
measures in § 4.4 and focus instead on qualitative findings, though we retain relevant numbers for contextualizing
findings within our dataset. Future participant studies could build upon the themes identified in this study as juxtaposed

against consumer claims to better understand how consumers interpret the promises made by social robot manufacturers.
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Consumer reviews also provide a limited, unstructured view into consumer expectations. Future work could explore
user perspectives towards robots writ large, with particular focus on understanding what users expect at different levels

of sophistication or from different features.

Longitudinal Analysis. Within the course of our study, manufacturers updated their product pages to add or subtract
claims, emphasize some features over others, or otherwise change the content communicated to a prospective customer.
In the Miko and Moxie, product language was updated specifically to tout extant Al features, with the Moxie robot’s
product name even changing from “Moxie Robot” to “Moxie Al Companion” between April and July 2024. While
assessing longitudinal feature changes on-device or in documentation was not part of this study’s original scope, it is an
opportunity for future work, particularly if re-branding changes user expectations of a device’s capabilities (regardless

of how many improvements, if any, were made to the device experience itself).

Auditing Marketing Claims. This work presents an exploratory method for evaluating truthfulness to marketing
claims in social robots. Though complete compliance audits were not in scope for this study (e.g., evaluating advertising
claims broadly, or breaking down language with methods from the business and marketing disciplines), our study
demonstrates the potential for critical human-computer interaction scholarship’s expertise in performing pro-consumer
audits of emergent technologies. In particular, our study affirms the need for scalable methods that invite collaboration
across multiple disciplines, to better understand user assumptions of Al and robot capabilities in relation to the

representations made by their manufacturers.
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6 Appendix
6.1 Inclusion Criteria for Consumer Review Collection

Consumer reviews were manually extracted from Amazon.com product pages per-robot, as well as from manufacturer’s
product pages if provided by a manufacturer.

Specifically, we collected reviews:

e Spanning January 1, 2024 and August 31, 2024
e In English only

e From verified purchases on Amazon.com, or all reviews available if taken from a product site

We did not include content described by a manufacturer as “testimonials” as these are intended to convey only

positive opinions of a given robot.

6.2 Supplementary Tables

In this section we include the codebooks of claims manually audited per-robot in Table 6, Table 7, and Table 8. We
provide the sources for claims made per-robot in Table 9. Lastly, the full list of domains contacted by the robots whose

traffic we observed is provided in Table 10.

6.3 Supplementary Figures

Here we provide reference photographs for contextualizing product claims in Figure 4.
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2.3 Emotion Engine
Tips:
if your Eilik is angry after
arrival, Eilik needs your
petting on the head to
calm down.
=
WV
O

<%
<<
Pet
back/belly

Pat head

back/belly
Happy

Hit head

(a) Photograph of the Eilik robot’s purported Emotion Engine,
which includes flow diagram of Eilik’s primary emotional states

and which interactions change these states.

Dear best buddy,

'm so happy to meet you! Once I'm
completely set up, let's kickstart our fun
with Miko Journeys.

You'll earn gems for every adventure you
complete. When you've collected enough
gems, I'll ask for your special command.
This will unlock a surprise!

Your special command is:

"Hello Miko! Start my secret adventure.

(b) Photograph of the Miko robot’s packaging insert, which is ad-
dressed directly to the presumably child-aged user and mentions
access to a surprise feature if an unknown number of gems are col-
lected in the robot experience. This implicates the Gamification™
dark pattern, and we were unable to trigger this feature in the
scope of our study.

Fig. 4. Examples of the (a) Eilik’s Emotion Engine and (b) Gamification™ in the Miko experience, both from documents provided with

robot packaging.
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Table 6. Codebook of Eilik claims we manually audited from live interactions.
Claim Text Claim Type Robot  Source
E02 Connect Eilik to the PC with a USB Type-C cable. Regular updates are available via Eilik Purported Feature(s) Eilik  Packaging
software, so that he will be more entertaining, get more expressions, games, and
download more plot content.
E04 Eilik has numerous inner activities based on his four basic emotional states: normal, Purported Feature(s) Eilik  Packaging
happy, angry, and sad. More than a thousand emotional expressions will appear on Eilik’s
face.
E05 Eilik is eager to get your attention every second. He always has a lot of interesting things Purported Feature(s) Eilik  Packaging
going on in his head. Don’t be surprised if he tries to play pranks on you or wants some
alone time when he’s down.
E06 Emotion Engine Purported Feature(s) Eilik  Product Page
E08 Emotion Engine Purported Feature(s) Eilik  User Manual
E14 Is WiFI or Internet required to use Eilik? Eilik can work without WiFi or Internet. Product Requirements  Eilik ~ Product Page
E15 The built-in 7.4V 450mAh Li-po batter supplies 90 minutes of continuous interaction. No  Product Requirements ~ Eilik ~ Packaging
App, no Bluetooth, and No Wi-FI needed. Just power on Eilik and play with him
whenever you want.
E20 Afraid of Heights Purported Feature(s) Eilik  Product Page
E21 Countdown Timer Purported Feature(s) Eilik  User Manual
E22 Dance to Music Purported Feature(s) Eilik  Product Page
E23 Dancing is engraved in Eilik’s DNA; he enjoys dancing to the musical rhythm. The more Purported Feature(s) Eilik  Packaging
kinds of music or beats you share with Eilik, the more dance moves he will perform.
E24 Eilik has many built-in features and interactive games, such as Pomodoro Timer, Talking Purported Feature(s) Eilik  Packaging
Toy, Left or Right, monster Shooter, etc. Let’s join Eilik in the battle against the monsters!
E25 Eilik Theater Purported Feature(s) Eilik  User Manual
E26 Fishing Game Purported Feature(s) Eilik  User Manual
E27 Heart Mode (Default) Purported Feature(s) Eilik  User Manual
E28 Left or Right Purported Feature(s) Eilik  User Manual
E29 Monster Shooter Purported Feature(s) Eilik  User Manual
E30 Pomodoro Timer Purported Feature(s) Eilik  User Manual
E31 Puppet Toy Purported Feature(s) Eilik  User Manual
E32 Rich Expression Purported Feature(s) Eilik  Product Page
E33 Sensitive to Quake Purported Feature(s) Eilik  Product Page
E34 Sensitive to Touch Purported Feature(s) Eilik  Product Page
E35 Settings Purported Feature(s) Eilik  User Manual
E36 Talking Toy Purported Feature(s) Eilik  User Manual
E37 Crime Patrol Purported Feature(s) Eilik  User Manual
E38 Dance to Beat Purported Feature(s) Eilik  User Manual
E39 Dominoes Purported Feature(s) Eilik User Manual
E40 Role-Play Mode Purported Feature(s) Eilik  Product Page
E41 Song and Dance Purported Feature(s) Eilik  User Manual
E53 Eilik also has a touch sensor on his back. Explore various interactions and modes with ~ Purported Feature(s) Eilik  Packaging
the three touch sensors.
E54 Eilik comes with three touching areas. Try petting his head, belly, and back. See how Eilik Purported Feature(s) Eilik  Packaging
will respond to you. You can tease Eilik by hitting him on the head, but Eilik will become
very sad.
E55 Hit head Purported Feature(s) Eilik User Manual
E56 Pet head Purported Feature(s) Eilik  User Manual
E57 Rub back Purported Feature(s) Eilik  User Manual
E58 Slap table Purported Feature(s) Eilik  User Manual
E59 Take off the ground Purported Feature(s) Eilik  User Manual
E60 There is a vibration sensor on Eilik’s head. Thus he will feel dazed when you hit him on  Purported Feature(s) Eilik  Packaging
the head.
E61 Tickle belly Purported Feature(s) Eilik  User Manual
MI0O5  Sensors for a human-like personality. Equipped with state-of-the-art sensors, Miko can ~ Purported Feature(s) Miko  Product Page
understand your environment and navigate it with ease.
MIO6  More Interaction/Explore voice-controlled activities that get kids talking, plus Al games Purported Feature(s) Miko  Product Page
that keep them moving. [Includes] Enhanced face and voice interaction/All-new voice
skills like riddles and guess the number/Freeze dance, charades, and other kid games with
an Al spin
MI07  Part genius, all personality — hanging out with Miko makes you both smarter. This little ~Purported Feature(s) Miko  Packaging
robot’s got a lot going on inside, from math tutoring and spelling challenges to dance
moves and jokes. But Miko also understands that there’s a lot to learn.
MI12  Download the Miko 3 app from the App Store/Google Play Product Requirements ~ Miko  Packaging
MI13  Ineed your Wi-Fi password to connect to your wifi Product Requirements ~ Miko  Packaging
Mapseriet iﬂ'fsrl]rllét}le/df’tfrér%héunt/ Cosmic Kids/Da Vinci Kids/KidloLand/KiDoodleTV/LingoKids Purported Feature(s) Miko  Packaging
MI18  Explore premium content from the world’s best kids brands. Purported Feature(s) Miko  Packaging
Disney/Paramount/CosmicKids/Da Vinci Kids/KidloLand/KiDoodleTV/LingoKids
MI19  More famous friends/From Buzz Lightyear and SpongeBob to the PAW Patrol pups, all ~ Purported Feature(s) Miko  Product Page
your favorite characters are on Miko 3
MI20  Use the Miko app to track your child’s progress update settings and stay connected to Purported Feature(s) Miko  Packaging
your little one via Mikonnect video calls.
MI23  You’'ll earn gems for every adventure you complete. When you’ve collected enough gems, Purported Feature(s) Miko  Packaging
I'll ask you for your special command. This will unlock a surprise! Your special command
is : "Hello Miko! Start my secret adventure.
MOO04  Soft touch robot with gesticulating arms, self-swiveling torso, emotion-responsive HD ~ Purported Feature(s) Moxie Product Page
camera and GPT-powered Al
MO13  Product Requirements: Wi-Fi/Smartphone with minimum iOS12 or Android 6/Embodied Product Requirements =~ Moxie Packaging
Moxie Parent App/Active subscription from Moxie, Inc.
MO17  Access to Moxie’s full suite (and ever growing!) content library full of learning games, ~ Purported Feature(s) Moxie Product Page
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Table 7. Codebook of Miko claims we manually audited from live interactions.
Claim Text Claim Type Robot  Source
E02 Connect Eilik to the PC with a USB Type-C cable. Regular updates are available via Eilik Purported Feature(s) Eilik  Packaging
software, so that he will be more entertaining, get more expressions, games, and
download more plot content.
E04 Eilik has numerous inner activities based on his four basic emotional states: normal, Purported Feature(s) Eilik  Packaging
happy, angry, and sad. More than a thousand emotional expressions will appear on Eilik’s
face.
E05 Eilik is eager to get your attention every second. He always has a lot of interesting things Purported Feature(s) Eilik  Packaging
going on in his head. Don’t be surprised if he tries to play pranks on you or wants some
alone time when he’s down.
E06 Emotion Engine Purported Feature(s) Eilik  Product Page
E08 Emotion Engine Purported Feature(s) Eilik  User Manual
E14 Is WiFI or Internet required to use Eilik? Eilik can work without WiFi or Internet. Product Requirements  Eilik  Product Page
E15 The built-in 7.4V 450mAh Li-po batter supplies 90 minutes of continuous interaction. No  Product Requirements ~ Eilik ~ Packaging
App, no Bluetooth, and No Wi-FI needed. Just power on Eilik and play with him
whenever you want.
E20 Afraid of Heights Purported Feature(s) Eilik  Product Page
E21 Countdown Timer Purported Feature(s) Eilik  User Manual
E22 Dance to Music Purported Feature(s) Eilik  Product Page
E23 Dancing is engraved in Eilik’s DNA; he enjoys dancing to the musical rhythm. The more Purported Feature(s) Eilik  Packaging
kinds of music or beats you share with Eilik, the more dance moves he will perform.
E24 Eilik has many built-in features and interactive games, such as Pomodoro Timer, Talking Purported Feature(s) Eilik  Packaging
Toy, Left or Right, monster Shooter, etc. Let’s join Eilik in the battle against the monsters!
E25 Eilik Theater Purported Feature(s) Eilik  User Manual
E26 Fishing Game Purported Feature(s) Eilik  User Manual
E27 Heart Mode (Default) Purported Feature(s) Eilik  User Manual
E28 Left or Right Purported Feature(s) Eilik  User Manual
E29 Monster Shooter Purported Feature(s) Eilik  User Manual
E30 Pomodoro Timer Purported Feature(s) Eilik  User Manual
E31 Puppet Toy Purported Feature(s) Eilik  User Manual
E32 Rich Expression Purported Feature(s) Eilik  Product Page
E33 Sensitive to Quake Purported Feature(s) Eilik  Product Page
E34 Sensitive to Touch Purported Feature(s) Eilik  Product Page
E35 Settings Purported Feature(s) Eilik  User Manual
E36 Talking Toy Purported Feature(s) Eilik  User Manual
E37 Crime Patrol Purported Feature(s) Eilikk  User Manual
E38 Dance to Beat Purported Feature(s) Eilik  User Manual
E39 Dominoes Purported Feature(s) Eilik User Manual
E40 Role-Play Mode Purported Feature(s) Eilik  Product Page
E41 Song and Dance Purported Feature(s) Eilik  User Manual
E53 Eilik also has a touch sensor on his back. Explore various interactions and modes with ~ Purported Feature(s) Eilik  Packaging
the three touch sensors.
E54 Eilik comes with three touching areas. Try petting his head, belly, and back. See how Eilik Purported Feature(s) Eilik  Packaging
will respond to you. You can tease Eilik by hitting him on the head, but Eilik will become
very sad.
E55 Hit head Purported Feature(s) Eilik User Manual
E56 Pet head Purported Feature(s) Eilik  User Manual
E57 Rub back Purported Feature(s) Eilik  User Manual
E58 Slap table Purported Feature(s) Eilik  User Manual
E59 Take off the ground Purported Feature(s) Eilik  User Manual
E60 There is a vibration sensor on Eilik’s head. Thus he will feel dazed when you hit him on  Purported Feature(s) Eilik  Packaging
the head.
E61 Tickle belly Purported Feature(s) Eilik  User Manual
MI0O5  Sensors for a human-like personality. Equipped with state-of-the-art sensors, Miko can ~ Purported Feature(s) Miko  Product Page
understand your environment and navigate it with ease.
MIO6  More Interaction/Explore voice-controlled activities that get kids talking, plus Al games Purported Feature(s) Miko  Product Page
that keep them moving. [Includes] Enhanced face and voice interaction/All-new voice
skills like riddles and guess the number/Freeze dance, charades, and other kid games with
an Al spin
MI07  Part genius, all personality — hanging out with Miko makes you both smarter. This little ~Purported Feature(s) Miko  Packaging
robot’s got a lot going on inside, from math tutoring and spelling challenges to dance
moves and jokes. But Miko also understands that there’s a lot to learn.
MI12  Download the Miko 3 app from the App Store/Google Play Product Requirements ~ Miko  Packaging
MI13  Ineed your Wi-Fi password to connect to your wifi Product Requirements ~ Miko = Packagin
MI17  Disney/Paramount/Cosmic Kids/Da Vinci Kids/KidloLand/KiDoodleTV/LingoKids Purported Feature(s) Mpiisgript %‘é’éﬂ‘égﬁqg" ACM
MI18  Explore premium content from the world’s best kids brands. Purported Feature(s) Miko  Packaging
Disney/Paramount/CosmicKids/Da Vinci Kids/KidloLand/KiDoodleTV/LingoKids
MI19  More famous friends/From Buzz Lightyear and SpongeBob to the PAW Patrol pups, all ~ Purported Feature(s) Miko  Product Page
your favorite characters are on Miko 3
MI20  Use the Miko app to track your child’s progress update settings and stay connected to Purported Feature(s) Miko  Packaging
your little one via Mikonnect video calls.
MI23  You’'ll earn gems for every adventure you complete. When you’ve collected enough gems, Purported Feature(s) Miko  Packaging
I'll ask you for your special command. This will unlock a surprise! Your special command
is : "Hello Miko! Start my secret adventure.
MOO04  Soft touch robot with gesticulating arms, self-swiveling torso, emotion-responsive HD ~ Purported Feature(s) Moxie Product Page
camera and GPT-powered Al
MO13  Product Requirements: Wi-Fi/Smartphone with minimum iOS12 or Android 6/Embodied ~Product Requirements =~ Moxie Packaging
Moxie Parent App/Active subscription from Moxie, Inc.
MO17  Access to Moxie’s full suite (and ever growing!) content library full of learning games, ~ Purported Feature(s) Moxie Product Page
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Table 8. Codebook of Moxie claims we manually audited from live interactions.
Claim Text Claim Type Robot  Source
E02 Connect Eilik to the PC with a USB Type-C cable. Regular updates are available via Eilik Purported Feature(s) Eilik  Packaging
software, so that he will be more entertaining, get more expressions, games, and
download more plot content.
E04 Eilik has numerous inner activities based on his four basic emotional states: normal, Purported Feature(s) Eilik  Packaging
happy, angry, and sad. More than a thousand emotional expressions will appear on Eilik’s
face.
E05 Eilik is eager to get your attention every second. He always has a lot of interesting things Purported Feature(s) Eilik  Packaging
going on in his head. Don’t be surprised if he tries to play pranks on you or wants some
alone time when he’s down.
E06 Emotion Engine Purported Feature(s) Eilik  Product Page
E08 Emotion Engine Purported Feature(s) Eilik  User Manual
E14 Is WiFI or Internet required to use Eilik? Eilik can work without WiFi or Internet. Product Requirements  Eilik ~ Product Page
E15 The built-in 7.4V 450mAh Li-po batter supplies 90 minutes of continuous interaction. No  Product Requirements ~ Eilik ~ Packaging
App, no Bluetooth, and No Wi-FI needed. Just power on Eilik and play with him
whenever you want.
E20 Afraid of Heights Purported Feature(s) Eilik  Product Page
E21 Countdown Timer Purported Feature(s) Eilik  User Manual
E22 Dance to Music Purported Feature(s) Eilik  Product Page
E23 Dancing is engraved in Eilik’s DNA; he enjoys dancing to the musical rhythm. The more Purported Feature(s) Eilik  Packaging
kinds of music or beats you share with Eilik, the more dance moves he will perform.
E24 Eilik has many built-in features and interactive games, such as Pomodoro Timer, Talking Purported Feature(s) Eilik  Packaging
Toy, Left or Right, monster Shooter, etc. Let’s join Eilik in the battle against the monsters!
E25 Eilik Theater Purported Feature(s) Eilik  User Manual
E26 Fishing Game Purported Feature(s) Eilik  User Manual
E27 Heart Mode (Default) Purported Feature(s) Eilik  User Manual
E28 Left or Right Purported Feature(s) Eilik  User Manual
E29 Monster Shooter Purported Feature(s) Eilik  User Manual
E30 Pomodoro Timer Purported Feature(s) Eilik  User Manual
E31 Puppet Toy Purported Feature(s) Eilik  User Manual
E32 Rich Expression Purported Feature(s) Eilik  Product Page
E33 Sensitive to Quake Purported Feature(s) Eilik  Product Page
E34 Sensitive to Touch Purported Feature(s) Eilik  Product Page
E35 Settings Purported Feature(s) Eilik  User Manual
E36 Talking Toy Purported Feature(s) Eilik  User Manual
E37 Crime Patrol Purported Feature(s) Eilik  User Manual
E38 Dance to Beat Purported Feature(s) Eilik  User Manual
E39 Dominoes Purported Feature(s) Eilik User Manual
E40 Role-Play Mode Purported Feature(s) Eilik  Product Page
E41 Song and Dance Purported Feature(s) Eilik  User Manual
E53 Eilik also has a touch sensor on his back. Explore various interactions and modes with ~ Purported Feature(s) Eilik  Packaging
the three touch sensors.
E54 Eilik comes with three touching areas. Try petting his head, belly, and back. See how Eilik Purported Feature(s) Eilik  Packaging
will respond to you. You can tease Eilik by hitting him on the head, but Eilik will become
very sad.
E55 Hit head Purported Feature(s) Eilik User Manual
E56 Pet head Purported Feature(s) Eilik  User Manual
E57 Rub back Purported Feature(s) Eilik  User Manual
E58 Slap table Purported Feature(s) Eilik  User Manual
E59 Take off the ground Purported Feature(s) Eilik  User Manual
E60 There is a vibration sensor on Eilik’s head. Thus he will feel dazed when you hit him on  Purported Feature(s) Eilik  Packaging
the head.
E61 Tickle belly Purported Feature(s) Eilik  User Manual
MI0O5  Sensors for a human-like personality. Equipped with state-of-the-art sensors, Miko can ~ Purported Feature(s) Miko  Product Page
understand your environment and navigate it with ease.
MIO6  More Interaction/Explore voice-controlled activities that get kids talking, plus Al games Purported Feature(s) Miko  Product Page
that keep them moving. [Includes] Enhanced face and voice interaction/All-new voice
skills like riddles and guess the number/Freeze dance, charades, and other kid games with
an Al spin
MI07  Part genius, all personality — hanging out with Miko makes you both smarter. This little ~Purported Feature(s) Miko  Packaging
robot’s got a lot going on inside, from math tutoring and spelling challenges to dance
moves and jokes. But Miko also understands that there’s a lot to learn.
MI12  Download the Miko 3 app from the App Store/Google Play Product Requirements ~ Miko  Packaging
MI13  Ineed your Wi-Fi password to connect to your wifi Product Requirements ~ Miko  Packaging
Mapseriet iﬂ'fsrl]rllét}le/df’tfrér%héunt/ Cosmic Kids/Da Vinci Kids/KidloLand/KiDoodleTV/LingoKids Purported Feature(s) Miko  Packaging
MI18  Explore premium content from the world’s best kids brands. Purported Feature(s) Miko  Packaging
Disney/Paramount/CosmicKids/Da Vinci Kids/KidloLand/KiDoodleTV/LingoKids
MI19  More famous friends/From Buzz Lightyear and SpongeBob to the PAW Patrol pups, all ~ Purported Feature(s) Miko  Product Page
your favorite characters are on Miko 3
MI20  Use the Miko app to track your child’s progress update settings and stay connected to Purported Feature(s) Miko  Packaging
your little one via Mikonnect video calls.
MI23  You’'ll earn gems for every adventure you complete. When you’ve collected enough gems, Purported Feature(s) Miko  Packaging
I'll ask you for your special command. This will unlock a surprise! Your special command
is : "Hello Miko! Start my secret adventure.
MOO04  Soft touch robot with gesticulating arms, self-swiveling torso, emotion-responsive HD ~ Purported Feature(s) Moxie Product Page
camera and GPT-powered Al
MO13  Product Requirements: Wi-Fi/Smartphone with minimum iOS12 or Android 6/Embodied Product Requirements =~ Moxie Packaging
Moxie Parent App/Active subscription from Moxie, Inc.
MO17  Access to Moxie’s full suite (and ever growing!) content library full of learning games, ~ Purported Feature(s) Moxie Product Page
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Table 9. Document sources, digital or otherwise, used to collect product claims.

Miko Vector Moxie Eilik

Packaging 14 0 5 23
Product Page 11 21 0 17
Product Information Guide 5 5 0 0
Quick Start Guide 0 5 0 0
Product Page 0 0 36 0
User Guide 0 0 3 0
User Manual 0 0 0 27
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Table 10. Subdomains directly contacted by Moxie and Miko on-device, with a brief description of the service or party the domain
corresponds to. Bolded subdomains either contain domains (xyz.tld) found in EasyList filters for known third-party advertisers [34],

correspond to known analytics companies (e.g., Twilio Segment, MixPanel), or otherwise suggest analytics services.
p y P 8 g > ) 28 y

Robot Subdomain Service Type
connectivitycheck.gstatic.com Google server for static content
embodied.me Moxie manufacturer
ghs.googlehosted.com Google Hosted Service
mgqtt.embodied.com Moxie manufacturer MQTT IoT message protocol

Moxie session-manager-develop-893472.appspot.com  Google cloud computing
speech.googleapis.com Google speech-to-text API
storage.googleapis.com Google services
time.android.com Google Network Time Protocol (NTP)
www.google.com Google
analytics.kidoodle.tv Kidoodle.TV childrens’ content provider
ap-america-tls.agora.io Agora real-time communications service
ap-america.agora.io Agora real-time communications service
ap-tds-north-america.agora.io Agora real-time communications service
api.dvmkids.com Unknown content provider
api.mixpanel.com MixPanel analytics service
api.segment.io Twilio Segment analytics service
app-measurement.com Google Firebase domain
captive.g.aaplimg.com Apple login authentication services
cdn-settings.segment.com Twilio Segment analytics service
cdn.shopify.com Shopify CDN
d14wzsop0jemr4.cloudfront.net Amazon Cloudfront
dualstack.iheartmedia.map.fastly.net iHeartRadio via Fastly cloud services
dvm-content-lists-prod.dvmkids.com Unknown content provider
e4350.g.akamaiedge.net CDN
.0.1.cn.akamaiedge.net CDN

Miko firebase-settings.crashlytics.com Google crash and error reporting

firebaseinstallations.googleapis.com
icanhazip.azoomee.com
m3-prod-ingress.miko-robot.in
m3usa-prod2.storage.googleapis.com
media.azoomee.com

Google Firebase mobile/web development services
Azomee children’s content provider

Miko manufacturer

Google services

Azomee children’s content provider

miko.ai Miko manufacturer
n46b-e2.revma.ihrhls.com iHeartRadio streaming service
pool.ntp.org NTP servers
prod-appstore.miko-robot.in Miko manufacturer

prod.kidoodle.tv KiDoodle.TV children’s content provider

r2-miko3-parental.miko-robot.com
report-america.agora.io
stream-b.revma.ihrhls.com
tags.srv.stackadapt.com
time.android.com
www.googleapis.com

Miko manufacturer

Agora real-time communications service
iHeartRadio streaming service
StackAdapt advertising platform

Google Network Time Protocol (NTP)
Google APIs
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